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1 A non-standardized definition 1 

The overall goal of entity normalization is to 2 

link identified entity mentions to standard entities 3 

from an available set of unambiguous references 4 

(ontology, terminology, thesaurus, dictionary, …). 5 

The entity mentions are possibly represented by 6 

multi-word non-contiguous expressions. This task 7 

commonly assumes an entity recognition was 8 

firstly made. The normalization task then consists 9 

in linking these identified mentions of interest to 10 

zero, one or several standard entities. We propose 11 

this relatively general definition, whereas in 12 

practice, more constrained ones are used. 13 

The task itself behind “entity normalization” 14 

can be also named concept normalization or entity 15 

linking/disambiguation or even entity/concept 16 

grounding. Moreover, there may indeed be some 17 

subtle variations in their definition (Martinez-18 

Rodriguez et al., 2020). For instance, some 19 

consider that “entity linking” refers to the overall 20 

task of entity recognition and entity disambiguation 21 

(Kolitsas et al., 2018), while others consider that it 22 

is similar to entity disambiguation only 23 

(Derczynski et al., 2015). Moreover, some consider 24 

indeed entity linking and entity normalization as 25 

synonyms (Chen et al., 2021). It seems that the 26 

difference stems from the emergence of this issue 27 

in different NLP communities, whose different 28 

contexts have led to differences in the difficulty of 29 

approaching the task. 30 

2 A non-standard scoring metric 31 

The consensus evaluation metric used at the task 32 

level is the “accuracy”, which is basically the 33 

average of a strict metric over all evaluated 34 

mentions. But if there is no online evaluation 35 

platform or independent evaluation programs, 36 

which is mainly the case, authors compute the 37 

scores for their methods by themselves. As there 38 

are some subtle variations between datasets (e.g. 39 

multi-entities normalization), it is very likely that 40 

everyone does not use the exact same scoring 41 

function, which we show that it can imply different 42 

scores for the same method on the same dataset. 43 

3 A non-standard and biased evaluation 44 

Manually annotated corpora with standard 45 

entities are created for evaluating normalization 46 

methods. Annotations by domain experts identify 47 

mention boundaries and associate concepts from a 48 

chosen set of standard entities. The annotated 49 

corpus is split into at least a training set for method 50 

optimization and a test set for performance 51 

estimation. However, a blind spot is the study of 52 

overlaps between these sets, which can sometimes 53 

lead to a majority of examples being present in the 54 

test set already encountered in the train/dev sets. In 55 

the same way, the distribution of mentions among 56 

the classes/standard entities can be unrealistic in 57 

order to limit cases of few- or zero-shot learning. 58 

Other important biases persist, such as the fact 59 

that not everyone uses the same annotation 60 

reference. In particular, it is possible to use for 61 

classification only the standard entities appearing 62 

in the test set, rather than all the entities addressed 63 

by the task. As a result, on the same dataset, we 64 

show that the same method can artificially obtain a 65 

higher score by decreasing the number of standard 66 

entities.  67 

4 Non-standard practice 68 

Even by agreeing on a single evaluation 69 

measure, and in a well-defined context, we were 70 

able to show that a simple number for accuracy was 71 

not enough to give a real idea of a method's 72 

performance. Indeed, contemporary neural 73 

methods require a random initialization of its 74 

parameters, and depending on this initialization, we 75 

can already observe more or less significant 76 

variations in the results. However, in many cases, 77 

no information on method variability is provided. 78 
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